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Abstract— Video surveillance cameras are widely used due to 

security concerns. Analyzing these large amounts of videos by a 

human operator is a difficult and time-consuming job. To 

overcome this problem, automatic violence detection in video 

sequences has become an active research area of computer vision 

in recent years. Early methods focused on hand-engineering 

approaches to construct hand-crafted features, but they are not 

discriminative enough for complex actions like violence. To 

extract complex behavioral features automatically, it is required 

to apply deep networks. In this paper, we proposed a novel Vi-Net 

architecture based on the deep Convolutional Neural Network 

(CNN) to detect actions with abnormal velocity. Motion patterns 

of targets in the video are estimated by optical flow vectors to train 

the Vi-Net network. As violent behavior comprises fast 

movements, these vectors are useful for the extraction of 

distinctive features. We performed several experiments on 

Hockey, Crowd, and Movies datasets and results showed that the 

proposed architecture achieved higher accuracy in comparison 

with the state-of-the-art methods.  

Keywords—deep learning, computer vision, convolutional 

neural network, action detection, violence detection  

I. INTRODUCTION  

Violence detection in video surveillance systems is 
motivated by the increasing concern for people’s safety. In 
recent years many research has been conducted in this field [1-
4], but the problem is still open. Proposed methods for violence 
detection can be grouped into hand-crafted and deep learning 
methods. Hand-crafted features are extracted directly from the 
frames using various analyses such as optical flow, acceleration, 
appearance, human pose [5-6]. These features are computed 
manually by human engineers and contain discriminative 
information for violence detection. Violent Flows (ViF) [7] 
method computes a descriptor based on the target speed in 
consecutive frames. In violent action, speed is faster than normal 
and by analyzing their optical flow magnitudes over time, 
violent action is detected. Also, another method called the 
Histogram of Optical Flow Orientation and Magnitude and 
Entropy (HOFME) [8] used optical flow distribution as a violent 
feature. In this method, video is split into a non-overlapping 
spatio-temporal cube and for each cube, orientation and 
magnitude distribution are computed. In Differential Histogram 
of Optical Flow (DHOF) [9] descriptor, a volume of the targets 
bounding box in consecutive frames is computed. For violence 
detection. Acceleration is considered as another metric for 
violence detection and it can demonstrate many shapes of 
movement of the human body [3].  

Deep Neural Networks (DNN) are machine learning 
techniques inspired by learning of the human brain and have 
been used widely in many research fields such as graph 
processing [10], network communication [11], and intelligent 
transportation [12]. A DNN consists of one input layer, multiple 
hidden layers, and one output layer. This network is made up of 
several units called neurons. Each neuron receives input from 
the preceding layers and feeds its output to neurons in the next 
layer. These hidden layers are built upon each other 
hierarchically. The deeper the number of layers, the more 
complex features are extracted. These features are not 
handcrafted and are obtained from data using a learning 
procedure. These features may not have real-world 
interpretation but they are useful for classification. A deep 
network for anomaly detection is proposed in [13]. Motion 
features are extracted from hidden layers of the network and by 
using an SVM classifier anomaly is revealed. In [14] a pre-
trained MobileNet network is used for violence detection. This 
architecture is based on the 3D CNN layers and construction of 
bounding box volumes for targets in consecutive frames.  
Authors in [15] utilized a pre-trained CNN for feature extraction 
and SVM for feature classification. Representative Image (RI) 
is another approach proposed in [16] to combine target shape in 
several consecutive frames. Each RI image contains cumulative 
information of appearance and motion and considered as input 
in deep CNN architecture. In [17], key frames which have more 
non-zero pixel intensity are selected as an input of a MobileNet 
network with ImageNet and fine-tuned violence datasets. To 
apply longer-term temporal dynamics in detection architecture, 
two streams 2D CNN with Long Short-Term Memory (LSTM) 
is proposed in [18]. Also, a combination of 3D CNN and LSTM 
is proposed in [19] but the computational complexity of this 
network is reported high. There are many challenges in violence 
detection such as low resolution of frames in surveillance 
systems, changes in camera viewpoint that create different 
shapes for each action, and the way of fighting. In order to deal 
with these challenges, CNN-based architectures are a promising 
approach. The main advantage of this kind of deep network is 
high-level discriminative feature extraction.   

In this paper, we focused on the Vif descriptor which is 
based on the optical flow vectors. In violent action, Movements 
of body, hand, and leg are fast. But in normal action, people 
move slower and there is no sudden changes in the motion. 
Optical flow vectors demonstrate the statues of pixels in 
consecutive frames which make them appropriate for the 
estimation of motion patterns. Feature extraction based on the 
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ViF descriptor with handcrafted methods didn’t provide 
acceptable results, and we intended to use this descriptor 
together with CNN architecture to improve the violent behavior 
accuracy.  

The rest of this paper is organized as follows: In section II, 

the ViF descriptor has been explained. In section III, Vi-Net 

architecture with designed parameters has been introduced. 

Section IV shows the experimental results on real-world 

datasets. Finally, section V is the conclusion of this paper.  

II. VIF DESCRIPTOR 

To obtain ViF descriptor, frames are split into non-

overlapping spatial cells. For each pixel of the cell, the 

magnitude of optical flow is calculated. The distribution of 

magnitude in each cell shows is related to pixel displacement in 

consecutive frames. For optical flow estimation, dense 

farneback method is used [20] and it consist of several basic 

steps. At first, it uses a polynomial expansion assumption for 

motion estimation. The neighborhood of each pixel is 

approximated by a polynomial sentence as follows: 

𝑓1(𝑋) = 𝑋𝑇𝐴1𝑋 + 𝑏1
𝑇𝑋 + 𝑐1    (1) 

𝑋 is two-dimensional 1 × 2 vector containing coordinates 

of x, y, 𝐴1 is a symmetric 2 × 2 matrix, 𝑏1 is a 2 × 1 vector, 𝑐 

is a scalar and 𝑓 is the neighborhood area for each pixel. It is 

assumed that this neighborhood is shifted by 𝑑 = (𝑢, 𝑣) which 

is the optical flow vector: 

𝑓2(𝑋) = 𝑓1(𝑋 − 𝑑) = (𝑋 − 𝑑)𝑇𝐴1(𝑋 − 𝑑) + 𝑏1
𝑇(𝑋 − 𝑑) + 𝑐1  (2) 

𝑓2(𝑋) = (𝑋)𝑇𝐴1(𝑋)+(𝑏1 − 2𝐴1𝑑)𝑇(𝑋) + 𝑑𝑇𝐴𝑑 − 𝑏1
𝑇𝑑 + 𝑐1  (3) 

The current frame polynomial expansion is given by 

equation (4). 

𝑓2(𝑋) = (𝑋)𝑇𝐴2(𝑋) + 𝑏2
𝑇(𝑋) + 𝑐2  (4) 

The polynomial coefficients of equation 2 and 3 are equal 

according to the assumption that pixel brightness remains 

constant between two consecutive frames.  

𝐴1 = 𝐴2  ,  𝑏2 = 𝑏1 − 2𝐴1𝑑 ,     𝑐2 = 𝑑𝑇𝐴𝑑 − 𝑏1
𝑇𝑑 + 𝑐1  (4) 

By solving the above equation, the optical flow vector is 

calculated: 

𝑑 = (∑ 𝑤 (
𝐴1 + 𝐴2

2
)

𝑇

(
𝐴1 + 𝐴2

2
))

−1

∑ 𝑤 (
𝐴1 + 𝐴2

2
)

𝑇

(
𝑏2 − 𝑏1

2
) (5) 

𝑤 is weight function of the neighborhood points. For each 

pixel magnitude of optical flow is calculated as follows:  

𝑀 = √𝑢2 + 𝑣2      (6) 

𝑢 and 𝑣 are optical flow vectors in the direction of x- and y-

axis, respectively. Finally, ViF descriptor is the subtraction of 

optical flow vectors and is given by the following equation: 

𝑏(𝑥, 𝑦, 𝑡) = |𝑀(𝑥, 𝑦, 𝑡) − 𝑀(𝑥, 𝑦, 𝑡 − 1)|     (7) 

𝑡  represents the number of video frame. A basic idea is 

comparing the value of equation (7) with a pre-defined 

threshold in two consecutive frames to detect violent behavior. 

Although it may result in good accuracy, this cannot be a global 

and comprehensive approach for violence detection. Therefore, 

the combination of ViF descriptor and CNN architecture is the 

key to the interpretation of complex and abnormal behaviors.   

III. PROPOSED VI-NET ARCHITECTURE 

Convolutional Neural Networks (CNN) is a deep learning 

method which widely used for image and video classification 

tasks and discussed in previous sections. CNN is composed of 

two stages: feature extraction and classification. A combination 

of convolutional and pooling layers act as a feature extraction 

function and fully connected layers act as a classification 

function. In the hidden layer, there are many convolutional, 

pooling, and fully connected layers. The core building block of 

each CNN network is the convolutional layer. In this layer, the 

input image convolves with a set of learnable filters known as 

kernels to produce a new compressed image called a feature 

map. The results of each convolutional layer pass through one 

activation function to add non-linearity in the procedure of the 

training phase. Feature maps describe the features of the input 

image. To compress and decrease the spatial size of the results 

in each layer, there is one pooling layer at the end of each 

convolutional layer. Reducing the parameters in the network 

plays a key role in decreasing the computational cost for both 

feature extraction and classification. There are several functions 

for building a pooling layer such as average pooling, max 

pooling. The most common function in the pooling layer is 

max-pooling. In the max pooling layer, a kernel will be applied 

to a region in the image and then, the maximum value within it 

will be selected. Therefore, in the next layer, this value 

represents the compressed region. After processing the input 

image by several convolutional and pooling layers, this data 

should be merged together to construct new interpretable data 

which finally show the probability of each class. For this 

purpose, fully connected layers have been used. This kind of 

layer takes the final feature map of each filter and by flattening 

the data, computes the output score for each class. In a fully 

connected layer, each neuron in the previous layer is connected 

to all neurons of the next layer. As violence detection comprises 

two violent and normal behavior classes, there are two output 

neurons in the output of the Vi-Net network.   

The architecture of Vi-Net is shown in Figure 1.  As can be 

seen, optical flow is extracted for each frame. By subtracting 

optical flow vectors for two consecutive frames, the motion 

pattern is computed. This motion pattern is fed as input to the 

CNN network. In this Figure, green cuboids demonstrate 

convolution operations and the ReLU activation function. After 

each green cuboid, max pooling is applied to the output of the 

convolutional layer. After the last pooling layer, the matrix is 

flattened to a vector. Two fully connected layers are applied to 

the final result and are shown with an orange vector in this 

Figure. The final layer gives the probability of each class by 

using a softmax function. The parameters of Vi-Net 

architecture have been shown in Table1.  
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Fig. 1. Proposed Vi-net architecture for violence detection in videos  

Table. 1. Selected hyper parameters of the proposed Vi-Net 

Hyper 

parameters 

Input 

Layer 

Hidden 

Layer 1 

Hidden 

Layer 2 

Hidden 

Layer 3 

Hidden 

Layer 4 Output 

Layer 
Conv 

Max 

Pooling 
Conv 

Max 

Pooling 
Conv 

Max 

Pooling 

Fully 

Connected 

Filters - 32 - 64 - 64 - - - 

Kernel Size - 5 × 5 2 × 2 5 × 5 2 × 2 3 × 3 2 × 2 - - 

Stride Size - 1 2 1 2 1 2 - - 

Neurons 

+Dropout 

Rate 

- - - - - - - 64 + 0.5 2 𝑐𝑙𝑎𝑠𝑠 

Map Size 288× 360 284 × 356 142 × 178 138 × 174 69 × 87 67 × 85 33 × 42 -  

Activation 

Function 
- 𝑅𝑒𝐿𝑈 - 𝑅𝑒𝐿𝑈 - 𝑅𝑒𝐿𝑈 - 𝑅𝑒𝐿𝑈 𝑆𝑜𝑓𝑡𝑀𝑎𝑥 

 

In Table 1, selected hyper-parameters for each layer have 

been given. Layers 1 to 3 consist of a convolutional and pooling 

layer. The output of each convolution layer is fed to a ReLU 

activation function. ReLU passes values which are greater than 

zero and otherwise output is zero. Feature map of the 

convolutional layer is calculated as follows: 

𝐻𝑛
𝑙+1 = 𝑅𝑒𝐿𝑈(𝑤𝑛

𝑙 ∗ 𝐻𝑙), 𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥)    (8) 

𝐻𝑛
𝑙+1 is feature maps for 𝑙 + 1th layer, 𝑤𝑛

𝑙  is a set of filters 

and 𝑅𝑒𝐿𝑈 is the activation function. The main purpose of the 

convolutional layer in our Vi-Net is to detect features which are 

related to violent action. Starting layers extract low-level 

features whereas the output of final layers including complex 

features which are not visually interpretable. In Figure 2, the 

feature maps extracted from the first, second, and third 

convolutional layers are shown for normal and violent data. As 

can be seen, violence feature maps are clearly different from 

normal data. After each convolutional layer, a max pooling 

layer is used. It takes feature maps as input and down-sample 

it. It was shown in Table 1 that the size of feature maps reduced 

after each pooling layer. After fully connected layer, there is 

one dropout layer. It determines the elimination rate such that 

some neurons are randomly dropped from the network during 

training. The dropout layer prevents the over-fitting in training 

and improves the generalization. The activation function of the 

final layer is softmax which computes the probability of each 

normal and violent class. To train the weights of the network, a 

loss function is defined. The loss function is the difference 

between true and predicted labels and should be as minimized 

as possible. A gradient descent optimization algorithm has been 

used to update the weights and it is based on the calculation of 

derivatives of the loss function with respect to weights of each 

layer.  

IV. EXPERIMENTAL RESULT 

To evaluate the proposed Vi-Net architecture, experiments 

have been carried out on Hockey [6], Crowd [7], and Movies 

[6] dataset. The Tensorflow library is used to perform the 

experiments on a computer with GeForce-840M GPU. The 

Hockey dataset contains 1000 video clips of Hockey games. In 

this dataset, 500 clips are related to violent actions and 500 clips 

are related to the normal actions. Each clip has 50 frames with 

a resolution of 288 × 360 pixels. In the Movie dataset, there 

are 200 clips of actions in a wide range of categories. Half of 

the clips are related to violent actions and the other half are 

related to normal actions. Each clip has 50 frames with a 

resolution of 250 × 360  pixels. Finally, the Crowd dataset 

contains 246 videos taken online from YouTube. 123 clips are 
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related to violent actions and 123 clips are related to normal 

actions. The resolution of clips is 240 × 320 and the length of 

videos is variable from 50 to 150 frames. For evaluation, The 

accuracy and loss criterion is considered. Loss is the difference 

between the model predictions and true labels. Accuracy is 

model performance in classifying each class and is calculated 

as follows: 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑡𝑜𝑡𝑎𝑙
∗ 100       (9) 

𝑇𝑃  is True Positive and corresponds to the number of 

violent samples that are correctly classified. 𝑇𝑁  is True 

Negative and corresponds to the number of normal samples that 

are correctly classified. 𝑡𝑜𝑡𝑎𝑙 is the number of all samples. For 

each dataset, accuracy and loss curves have been obtained for 

training and validation data. These curves have been shown in 

Figure 3. As can be seen, the proposed method learned all 

datasets well and achieved high accuracy for training and 

validation data. Also, the proposed method is compared with 

other state-of-the-art methods and the results are shown in 

Table 2. The accuracy of the ViF method is around 82% in the 

Crowd dataset and 83% in the Hockey dataset. The result in the 

Movies dataset is not reported. OViF is another hand-crafted 

method that added orientation to the ViF method. This method 

obtained 78% accuracy in the Crowd dataset and 87% accuracy 

in the Hockey dataset. This shows that these methods are not 

able to detect complex violent behavior. STIP method is 

another handcrafted method that achieved 89.5% accuracy in 

Movie dataset. Comparing handcrafted methods, fast violence 

detection which used the acceleration metric obtained higher 

accuracy and it is 98.9% for Movie dataset and 90.1% for the 

Hockey dataset. The accuracy situation in deep learning 

methods is better than handcrafted methods. HFCNN used a 

Hough Forest for feature extraction with a CNN network for 

data classification. This method obtained 99% accuracy on the 

Movies dataset and 94.6% accuracy on the Hockey dataset. 

Since HFCNN used RI images as input for feature extraction, it 

is not possible to use it in crowded environments. The KeyF 

method used key frames of video to extract high informative 

data and utilized it as an input of CNN This method has 99.5% 

accuracy in the Movies dataset and 87% accuracy in the Hockey 

dataset. The proposed Vi-Net architecture obtained 96% 

accuracy in the Crowd dataset, 98% accuracy in the Hockey 

dataset, and 99% accuracy in the Movies dataset. This method 

outperformed previous works, as considered optical flow 

vectors for the input of the CNN network. This input included 

valuable information of motion patterns.  Moreover, it can be 

used in environments with any condition.     

 
 Output of Layer 1 Output of Layer 2 Output of Layer 3 

Violence) 

   

Normal) 

   

Fig. 2. Feature maps of convolutional layers for normal and violent actions 

 
a) Hockey dataset 

 
b) Movies dataset 

 
c) Crowd dataset 

Fig. 3. Accuracy and loss diagrams for Hockey, Movies, and Crowd datasets 
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Table. 2. Comparison of Vi-Net with other state-of-the-art methods 

     Methods                  
Datasets Accuracies (%) 

              Movies               Crowd                   Hockey 

     ViF [7]                                           -                      82                        83 

     OViF [4]                                        -                      78                        87 

     Fast violence method [3]             98.9                    -                       90.1 

     STIP+BoW [6]                            89.5                    -                          - 

     HFCNN [16]                                99                       -                       94.6 

    KeyF [17]                                     99.5                    -                         87 
    Vi-Net (This work)                       99                     94                        98 

 

V. CONCLUSION 

In this paper, a violence detection architecture based on 
convolutional layers and optical flow vectors was proposed. In 
violent action, motion patterns in consecutive frames are fast 
and they contain valuable information for behavior 
classification. Analyzing motion patterns with optical flow 
vectors in handcrafted approaches was a challenging problem, 
however, with convolutional layers, discriminative features 
were obtained automatically through a trainable network. The 
proposed architecture filtered the optical flow vectors and 
produced a specific feature map for each kind of violent 
behavior. Extensive experiments in several environmental 
conditions approved that the proposed architecture was able to 
detect violent behavior with a high percentage of accuracy in 
comparison with previous works.      
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